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Abstract. This paper explores how machine learning techniques can be used to sup-

port handling of skewed online trade fraud complaints, by predicting whether a com-

plaint will be withdrawn or not. To optimize the performance of each classifier, the 

influence of resampling, word weighting, and word normalization on the classification 

performance is assessed. It is found that machine learning can indeed be used for this 

purpose, by improving the baseline performance in comparison to the skewness ratio 

up to 13 pp using Logistic Regression. Furthermore, the results show that data altera-

tion techniques can improve classifier performance on a skewed dataset up to 13.5 pp. 
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1 Introduction 

The Dutch National Police maintains an online interface that allows civilians to report 

their complaints regarding trade fraud over an online medium (e.g. eBay). Since an 

increasing amount of complaints are being filed [9], it is desirable to make an automatic 

distinction between complaints worth investigating and those not worth investigating. 

One valuable distinction which can be made early in the process is that between a com-

plaint which will be withdrawn by either the complainant or the police and a complaint 

that will not be withdrawn. The current research examines whether either one of nine 

machine learning classifiers trained on free text complaint data can be used for this 

purpose. Complicating this task is the class distribution in the data, where a majority of 

83.3% is labelled as "not withdrawn". To prevent this skewness from affecting classifier 

performance, data alteration techniques are applied, of which the influence on the clas-

sification performance is assessed. Specifically, resampling using multiple training 

sample distributions [12, 16], word normalization using either stemming [17] or lem-

matization [4], and word weighting using either binary [19] or TF-IDF weighting [24] 

were applied to examine their influence on a classifier trained using a textual skewed 

dataset. 
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2 Related Work 

Data mining techniques, including classification, are increasingly being applied to the 

field of crime analysis. Chen et al. explored data mining techniques used for crime 

analysis [7], and Sharma and Panigrahi have categorized over 40 approaches using ma-

chine learning techniques for fraud detection [21].  

In [1], associative classification has been used, which is a technique where both as-

sociation rules and classification are combined, to accurately discriminate phishing 

websites from legitimate websites. Making use of Bayesian networks, [2] have been 

able to predict the characteristics of a homicide offender based on crime scene variables 

(e.g. police report or autopsy report) more accurate than a team of police experts. These 

characteristics could be used by police officers to identify a possible suspect. In [9], 

naive Bayes, Bayesian network, decision tree, and association rule techniques were 

compared for their speed and accuracy in classifying crimes and accidents in Denver 

City, and it was found that association rules result in the highest accuracy. In their col-

laboration with the West Midlands Police, [15] used a Bayesian network to predict 

whether a certain property in the UK’s Midlands will be re-victimized or not and within 

what timespan. Next to this, a neural network was used to classify possible offenders 

for their likelihood of conducting unsolved crimes. 

Some of the research performed in this field focuses mainly on how to deal with a 

skewed dataset (i.e. one class is overly present). In their research, [5] combined a rule-

based association system with a neural network to detect credit card fraud. Using their 

combined classifier, they are able to achieve an accuracy of 99.955%. In [16], research 

has been performed on which classification method is best to be used for fraud detection 

with a skewed dataset. It was proposed to use a stacking-bagging method, in which a 

naive Bayes, neural network and decision tree classifier are combined. 

Previous work on the classification of online police complaints has to the knowledge 

of the authors not yet been presented. 

3 Experimental Setup 

3.1 Dataset 

The online trade fraud complaints dataset used in this research has been provided by 

the Dutch National Police. This dataset consists of 51.386 entries, manually labelled by 

police employees on whether a complaint has been withdrawn and if so, for what rea-

son. In total, 8.609 (16.7%) entries have been labelled withdrawn, resulting in a skewed 

dataset. The dataset contains a total of 60 attributes, including the binary class labels, 

and contains a free-text field in which the complainant’s story that led to the complaint 

is included. Note that only the textual complaints description is used in the current re-

search (see Section 5 for further discussion). An anonymized and translated example of 

both complaint types is included in Table 1. 



 

Table 1: Data example 

Withdrawn John Doe advertised a rental home. In hindsight it all appears to 

be fake. 

Not withdrawn I have bought a bottle of Dom Perignon and a bottle of Crystal 

1999 from John Doe via Marktplaats and transferred 100 euro to 

NL01ABCD0123456789. Up to now, I have not received anything 

and John Doe does not respond to my e-mails. 

3.2 Classification technique selection 

As no previous work on classifying online trade fraud complaints has yet been pre-

sented, it was unknown which classification techniques would result in the best perfor-

mance. Therefore, the set of techniques used in this research was based upon a combi-

nation of previous work on classification for textual, skewed, and criminal data. An 

overview of the techniques used in this research is described by Sebastiani [20], who 

compared the classification results of ensembling based (e.g. AdaBoost), SVM, logistic 

regression, association rule (e.g. RIPPER), KNN, decision tree, neural network, and 

probabilistic classifiers used in individual papers on the highly skewed Reuters dataset, 

which contains a collection of news documents. 

3.3 Research framework 

In order to ensure the analyses in this research were performed under equal conditions, 

a research framework was created. Analysis is conducted using Weka [22] combined 

with R [18] using the package RWeka [10]. Linguistic analysis is performed by Frog 

[20], incorporated in the framework using the package Frogr2. The research framework 

consists of two sections: the preprocessing section and the training/testing section. 

Preprocessing 

Since this research is based upon the prediction of the withdrawn label using a com-

plaint’s free-text field, these variables were first selected from the dataset, after which 

a corpus was created where each document represented a single complaint. The words 

in each document were transformed to their base form using either a Dutch adapted 

stemmer [17] or lemmatizer [4]. In a subsequent cleaning phase, all punctuation was 

removed and Dutch stop words were removed according to a predefined list3. Next, the 

corpus was split using stratified 10-fold cross validation [14], so that the ratio of mi-

nority to majority classes in each fold was maintained and each complaint was used 

once for testing and nine times for training. 
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Training and testing 

Each of the 10 folds resulting from the preprocessing section was used for training and 

testing a classifier following the same procedure. First, 90% of the fold assigned for 

training the classifier was transformed into a term-document matrix containing 1:3-

grams. All terms present in the term-document matrix were evaluated for their presence 

in the documents and the term-document matrix was reduced to the 100 most occurring 

n-grams, which are used as features for machine learning. Here, it has been opted to 

use the 100 most occurring terms over a standard feature selection algorithm to reduce 

the dimensionality of the problem and thereby clearly discriminate the influence of the 

mentioned data alteration techniques on the classification performance, which is the 

focus of this research. In preliminary experiments it was found that the classification 

performance improved when increasing the amount of features used for training up to 

100, after which it stabilized. Furthermore, it was found that using 100 features greatly 

improves the framework runtime, while barely influencing the classification perfor-

mance in comparison to using more features. 

Next, the term-document matrix was resampled using either random undersampling 

or SMOTE [6] following the resampling techniques described by Japkowicz and Ste-

phen [12] to reduce dataset skewness from influencing a classifier’s performance. With 

random undersampling, the minority class entries were kept constant and the majority 

class entries were randomly downscaled according to the training sample distribution. 

For SMOTE, the minority class entries were scaled up to match the amount of majority 

class entries and the majority class entries were randomly up- or downscaled according 

to the training sample distribution. The classifier was then build on the resampled term-

document matrix using Weka’s default classifier implementations [22]. To avoid inter-

ference with the aspects under investigation in this research, we have opted to use the 

basic parameter settings provided by Weka. 

After the classifier had been built it was tested using the assigned 10% of the fold. 

If a term used for training the classifier did not occur in the term-document matrix of 

the test set, a value of 0 was assigned to it for each document indicating its absence.  

Finally, the evaluation results of each individual fold were combined and averaged 

resulting in an overall evaluation for the classifier under the predefined settings. 

3.4 Evaluation 

The performance on classifying online trade fraud complaints was evaluated using the 

macro-averaged F1-measure, following the approach of Yang and Liu [23]. When using 

the accuracy as a metric, the overall performance would be highly influenced by the 

data skewness. The macro-averaged F1-measure, however, equally weighs both recall 

and precision of the minority and majority class, thereby clearly showing the overall 

performance evenly influenced by both classes. The computation of the F1-measure 

defines the not withdrawn and withdrawn classes as positive and negative, respectively: 



 

The F1-measure is defined in terms of precision and recall, as follows: 

To determine which classifier holds the most additional value, classification results 

should also be compared to a baseline [23]. As this research focused on the influence 

of data alteration techniques to the performance of a classifier, it was opted to compare 

all results to their unimproved counterpart. Regarding word normalization, however, it 

was determined to omit test cases where no word normalization was applied for runtime 

optimization. Based on three randomly generated feature lists using both stemming and 

lemmatization, it was decided to use stemming as the baseline for word normalization, 

as lemmatization generally diverges further from the non-normalized word forms. 
Overall, when evaluating the influence of data alteration techniques on classifier per-

formance, it was thus compared to the results obtained using a training set which was 

not sampled, unweighted, and normalized using stemming. 

4 Results and Discussion 

4.1 Evaluating the overall results 

During this research a total of 9 classifiers have been evaluated under different 

resampling, word normalization and word weighting conditions. An overview of the 

individual results has been combined in Table 2, which shows for each classifier the 

baseline compared to the optimal training setup, shown as resampling type, percentage 

of minority cases, weighting type. 

 

 When evaluating the observations of each individual classification algorithm, it be-

comes apparent that the difference in optimized performance between the best classifier 

(i.e. Logistic regression) and the worst classifier (i.e. K-nearest neighbor) is only minor 

with 4.2 percentage points (pp). Five classifiers hold the best optimized classification 

performance within a range of 1 pp, namely logistic regression, multinomial naive 

Bayes, support vector machine, multivariate naive Bayes, and association rule classifi- 
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Table 2: Overview individual classifier results (F1 score) 

U/O: Undersampling/Oversampling; N/B/T: No/Binary/TF-IDF weighting 

Classifier Baseline Optimal Setup Difference 

Multinomial naive Bayes 0.572 0.590 U30B 0.018 

Logistic regression 0.466 0.594 U40N 0.128 

Decision tree 0.527 0.560 U30T 0.033 

Multivariate naive Bayes 0.560 0.586 N16B 0.026 

Association rule 0.456 0.585 U40N 0.129 

Neural network 0.454 0.564 U30B 0.110 

K-nearest-neighbor 0.503 0.552 U40B 0.049 

Support vector machine 0.454 0.589 O40T 0.135 

AdaBoost 0.454 0.556 U40B 0.102 

 

ers. Even though the differences between the individual baseline and optimal classifi-

cation results vary in size, this minor difference in optimal performance suggests that a 

classifier can only be improved up to a certain extent. This would thus imply that, after 

optimizing, the selection of an appropriate classification algorithm should depend less 

upon performance, but more on other metrics (e.g. runtime). In our results, the macro-

averaged F-measures do not exceed 0.594, which results from a low performance on 

the minority class. Underlying this relatively low overall performance could be two 

reasons: 

─ The features used in the free-text field for both withdrawn and not withdrawn com-

plaints show a high resemblance. When, e.g., warning the police for a possible fraud-

ster, which is not a valid complaint, words like marktplaats (online trading website), 

oplichter (fraudster), and product (idem) are often used. Such explanative features 

are also used in a complaint which has not been withdrawn. Comparing a subset of 

individual complaints revealed that it is possible that the free-text fields do not con-

tain enough information to be distinct, thereby reducing the overall performance of 

a classifier trained on this dataset using features resulting from a bag-of-words ap-

proach.  

─ Since in this research it has been opted to use the 100 most occurring terms, which 

are used in both withdrawn and not withdrawn complaints, the overall performance 

of the classifiers could be reduced compared to when the more distinctive features 

would be selected using a feature selection algorithm.  

4.2 Evaluating data alteration results 

Resampling 

With respect to resampling, each individual classification technique follows a similar 

trend as illustrated for an undersampled multinomial naive Bayes classifier in Figure 1. 

When increasing the training sample distribution, the precision of the minority class 

slightly decreases, while the recall of the minority class strongly increases. The major-

ity class follows an opposite pattern where the precision of the majority class slightly 

increases, while the recall of the majority class strongly decreases. Even though 



 

resampling is intended to increase the minority performance without detriment of the 

majority performance, the observed pattern can be explained. During the training phase 

a classifier will, at first, become less inclined to automatically label a test case as the 

majority class as the skewness is lifted, after which it will be inclined towards the mi-

nority class as it becomes overly present in the training set. The rate at which the recall 

and precision change differs per classification technique, however, the precision of the 

minority class does, independent of the training sample distribution, remain centered 

around 30% for each classification technique. In a similar way, the precision of the 

majority class remains centered around 90%. These patterns do, however, imply that, 

in the current setup, the F-measure of the minority class can only be improved up to a 

certain extent, due to its harmonic nature as illustrated in 1. For the majority class, the 

F-measure only decreases due to the decline in recall, thus nullifying the influence of 

the high precision. Combining both patterns results in the conclusion that an optimal 

resampling percentage should thus be at a level where the initial increase in minority 

performance neutralizes the decrease in majority performance. This initial increase is 

the largest when there are less minority cases, which implies that the resampling per-

centage should be in favor of the majority class, which is confirmed by the optimal 

training sample distributions in Table 2. 
 

Word weighting 

Table 2 shows that for most classifiers, the right choice of weighting technique can 

outperform an unweighted baseline. Which technique to use depends upon the classifi-

cation technique, however, binary weighting often outperforms TF-IDF weighting. 

This finding could imply that merely the presence of a term is enough for a classifier to 

be based upon, which is consistent with earlier findings with respect to SVM and naive 

Bayes classifiers [13, 19]. 

Figure 1: Recall, precision (left) and F-measure (right) using multinomial naive 

Bayes. X-axis: training sample distribution. Y-axis: recall/precision/F-measure. 
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Word normalization 

For word normalization Table 3 lists the difference in performance using either stem-

ming or lemmatization for all classifiers under the optimal setup. The table shows that 

all classifiers perform better using lemmatization, however, the differences are only 

minor (0.5 to 1.8pp). Overall, with a few exceptions, lemmatization has little but con-

sistently improved recall and precision of both the minority and majority class. 

Table 3: Overview of word normalization influence 

Classifier Stemming Lemmatization Difference 

Multinomial naive Bayes 0.584 0.590 0.006 

Logistic regression 0.583 0.594 0.011 

Decision tree 0.549 0.560 0.011 

Multivariate naive Bayes 0.581 0.586 0.005 

Association rule 0.574 0.585 0.011 

Neural network 0.551 0.564 0.013 

K-nearest-neighbor 0.543 0.552 0.009 

Support vector machine 0.578 0.589 0.011 

AdaBoost 0.538 0.556 0.018 

4.3 Evaluating additional results 

In section 4.1, two possible reasons have been mentioned with respect to the relatively 

low classification performance on the minority class. To initially examine these possi-

ble causes, follow-up experiments have been performed in which the influence of each 

cause is independently verified. Furthermore, an experiment has been executed regard-

ing the probabilistic classifiers as the findings in this research did not match the pre-

scribed literature. 

The performance of probabilistic classifiers 

As outlined in Section 4.1, probabilistic classifiers (i.e. multinomial naive Bayes and 

multivariate naive Bayes) have a good performance on the current data. In contrast, 

Yang and Liu [23] found logistic regression, SVM, and KNN to significantly outper-

form neural networks and naive Bayes with respect to the macro-averaged F-measure 

on the Reuters-21578 corpus. Even though it is based upon the micro-averaged F-meas-

ure, the result comparison of Sebastiani [20] also showed the lower performance of 

probabilistic classifiers on the skewed Reuters corpus in comparison to the other clas-

sifiers in his research. Here it should be noted that the Reuters corpus is a multi-labeled 

dataset instead of binary, and that the classifiers in the overview of Sebastiani [20] have 

not been improved using resampling. However, when comparing the unsampled results, 

the probabilistic classifiers still outperform all other classifiers in this research includ-

ing logistic regression and association rules. Looking at the probabilistic classifiers in-

dividually, it was observed that the difference in performance between an unsampled 

and a resampled classifier was negligible. Combining this with the skewed characteris-

tic of the dataset led to the assumption that on a highly skewed dataset, determining the  



 

Table 4: Results per feature set using multinomial naive Bayes 

posterior probability in a naive Bayes classifier is mainly influenced by the class like-

lihood and less by the class priori. To test this hypothesis, an experiment has been set 

up in which the class predictions were evaluated with respect to the total amount of 

features in the test set which have been used for building the classifier. For this exper-

iment, the multinomial naive Bayes classifier has been trained according to the baseline 

and framework as described in section 3.4. The results of this experiment are contained 

in Table 4 and depicted in Figure 2. 

Evaluating the above results reveals a clear relationship between the predictive ac-

curacy of a classifier and the amount of features used in the test set. Using less features 

causes a multinomial naive Bayes classifier to predict more test cases as the majority 

class compared to using more features. This observation supports the assumption that 

the influence of the priori decreases as more features are present in the test set. Further-

more, this experiment shows that the predictive power of a probabilistic classifier on a 

skewed dataset depends upon the amount of features used in the test set. Since in this 

research the 100 most common features have been used, the amount of features used in 

the test set are likely to be correlated with the length of the test set, thereby resulting in 

#Features 

in test set 

Set 

size 

Recall 

minority 

Recall 

majority 

Precision 

minority 

Precision 

majority 

F-measure 

minority 

F-measure 

majority 

0-9 1529.2 0.068 0.965 0.313 0.825 0.110 0.889 

10-19 1921.8 0.273 0.884 0.331 0.856 0.298 0.870 

20-29 1016.4 0.343 0.844 0.298 0.871 0.318 0.857 

30-39 459.9 0.443 0.827 0.309 0.894 0.361 0.859 

40+ 211.3 0.482 0.819 0.281 0.920 0.348 0.866 

Figure 2: Recall, precision (left) and F-measure (right) using multinomial naive 

Bayes. X-axis: #features in test set, Y-axis: recall/precision/F-measure. 
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the assumption that the predictive power of a classifier on textual data depends on the 

length of the document. 

 

Table 5: Results using multinomial naive Bayes with bi-normal separation 

The influence of features 

In section 4.2, it was mentioned that independent of the training sample distribution, 

the precision of the minority class remains fixed around 30%. This implies that, even 

though the 100 most common features contain more information than simply classify-

ing all test cases as either the minority or majority class, the information richness is 

restricted. To examine whether feature selection could be used to overcome this limi-

tation in information richness, an experiment following the same training procedure as 

above has been set up in which bi-normal separation [8] is used to select the most in-

formative features. The results of this experiment are compared to the classifier trained 

using the 100 most occurring features in Table 5. 

 Given that the selected features are highly distinctive, the low minority recall using 

bi-normal separation suggests a reduced influence of the priori, which, as was discussed 

earlier, implies that few features are used for testing when training the classifier with 

100 selected features. Combining this with the above example leads to the conclusion 

that the distinctive features selected using bi-normal separation do not cover a wide 

spectrum of the test cases. Since the most distinctive features occur in only a limited 

amount of complaints, the assumption is supported that the features in the dataset do 

not contain enough information to be used for making a distinction on whether a com-

plaint will be withdrawn or not. 

Comparing the results of the two feature selection methods, it can be observed that 

for 100 features using bi-normal separation as the feature selection metric only reduces 

the performance of multinomial naive Bayes classifier (-8.9pp). Combining this with 

above conclusion that the distinctive features in this dataset cover only a small spectrum 

of the test cases, it can be concluded that when training a multinomial naive Bayes 

classifier on a dataset with little distinctive features the best feature selection metric is 

to use the most common features. Further research is required to conclude whether this 

finding also applies to other classifiers. 

5 Conclusions and Future Research 

In this research, it has been examined whether a complaint’s free-text field can be used 

to predict whether a complaint will be withdrawn or not. Literature studies on the use 

of machine learning techniques for characteristics of the dataset (i.e. criminal, textual, 

Selection 

method 

Recall 

minority 

Recall 

majority 

Precision 

minority 

Precision 

majority 

F-measure 

minority 

F-measure 

majority 

BNS 0.033 0.989 0.384 0.836 0.060 0.906 

Occurrence 0.241 0.892 0.314 0.854 0.272 0.872 



 

and skewed) revealed the combination of machine learning with data alteration tech-

niques to result in the best classification performance, which was confirmed during the 

data analysis. The data analysis furthermore revealed that the best optimized machine 

learning technique to be used for making the prediction is Logistic regression. Using a 

Logistic regression classifier, a recall of 33.5% and a precision of 29.7% can be attained 

for the minority class, while for the majority class a recall of 84.0% and a precision of 

86.3% can be attained, which exceeds the unsampled ratio of minority to majority com-

plaints (16.7%/83.3%). 

Regarding probabilistic classifiers, it was found that using more features in the test 

set can improve the predictive power. Furthermore, it was found that when training a 

multinomial naive Bayes classifier on a dataset with little distinctive features the best 

feature selection metric is to use the most common features. 

Even though it can be concluded that a complaint’s free-text field can indeed be used 

to some extent to predict whether a complaint will be withdrawn or not, the performance 

was restricted. Since a complaint does not solely exist of a free-text field, but contains 

59 other attributes, such as location fields, payment method, social media usage. Ex-

ploratory analysis showed the potential of this approach. Textual meta-attributes such 

as word or document length could be included as features as well. In future research a 

selection of these attributes may lead to a more accurate classifier. In addition, the de-

cision to reject a complaint may be influenced by developments during the investigation 

following the initial filing of the complaint, which is outside of the scope of the current 

dataset. 
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